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Social science is an example of a science which 
is not a science. . . . They follow the forms. You 
gather data, you do so and so and so forth, but 
they don’t get any laws, they haven’t found out 
anything. They haven’t got anywhere—yet. Maybe 
someday they will, but it’s not very well developed.

—Richard Feynman (Sykes, 1981)

Over decades, psychology researchers have amassed 
troves of data and produced hundreds of theories 
(Fiske, 2001). Despite such incredible progress, Richard 
Feynman and many others’ criticisms remain true: Psy-
chological science is messy. Instead of progressing 
toward establishing a paradigmatic, normal science 
(Kuhn, 2012; Meehl, 1978; Muthukrishna & Henrich, 
2019), psychological theories have become increasingly 
fragmented (Kruglanski, 2001), and many empirical 
findings that once provided the basis for many estab-
lished theories either cannot be replicated or can be 
reproduced only under narrow conditions (Baker, 2016; 
Camerer et al., 2018; Open Science Collaboration, 2015; 
Turner et al., 2018).

Here, we suggest that conflating the goals of experi-
mentation and failing to recognize the tensions between 
experimentation goals and validity concerns lead to 

problems with theorizing. Critically, when using experi-
mentation specifically to develop theories, researchers 
should be aware of the mutual-internal-validity prob-
lem: Experiments and theories become wedded to each 
other and lose touch with the real world because exper-
iments are structured according to theories, which are, 
in turn, aimed at describing experimentally elicited 
phenomena (Schram, 2005). We then describe how tri-
angulation addresses this problem by bridging multiple 
theories, methods, and data sources (e.g., Mathison, 
1988; Munafò & Smith, 2018). We are not suggesting 
that researchers abandon laboratory experimentation; 
instead, we highlight the importance of distinguishing 
experimentation’s goals and recognizing its potential 
weaknesses, which will better equip researchers to 
adopt research programs that enhance its utility.

Promises and Goals of Experimentation

Experimentation has been one of the cornerstones of 
the scientific method since Galileo performed the first 
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Abstract
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recorded laboratory experiment around 400 years ago 
(Feynman et al., 1963; Pearl & Mackenzie, 2018; Settle, 
1961). Social scientists such as psychologists and econ-
omists have also increasingly turned to this experimen-
tal approach. Further attesting to the importance of this 
approach comes from the fact that not one but two 
Nobel prizes have been awarded to economists in 2002 
and 2019 for their experimental work. Here, we focus 
exclusively on experiments that aim to maximize con-
trol within the laboratory context or other artificial set-
tings (including online experiments) by carefully 
eliminating extraneous factors that might influence 
measurements, relationships between variables, and 
results (Campbell, 1957; Guala, 2003). We do not dis-
cuss field experiments that occur in and intervene on 
natural settings, which often provide less control over 
extraneous factors (e.g., List & Levitt, 2006).

Experimentation serves various functions and goals. 
In the past few decades, many scholars, including those 
in psychology and especially economics, have pro-
posed different taxonomies to capture this diversity 
(Greenwood, 1982; Ribe & Steinle, 2002; Roth, 1986; 
Schram, 2005). Broadly, experiments can be designed 
to (a) test hypotheses or theories (deductive approach), 
(b) search for and document novel or unexplained phe-
nomena (exploratory and descriptive approach), (c) 
develop theories (inductive-deductive approach), and, 
occasionally, (d) advise policymakers (pragmatic 
approach). Experimental economists have also been 
especially reflective and receptive to discussions of the 
need to distinguish these goals and understand how 
they relate to validity (Guala & Mittone, 2005; List & 
Levitt, 2006; Loewenstein, 1999; Sugden, 2005). For 
example, experiments designed to accomplish one goal 
(e.g., test theories of dopamine function) often have 
limitations (e.g., limited external validity) that render 
them less suitable for other goals such as searching for 
and documenting phenomena that exist beyond the 
laboratory (e.g., when and how dopamine neurons fire).

Perils of Experimentation

Tensions between internal and external 
validity

Threats to internal and external validity have always 
posed problems for researchers, especially after Donald 
Campbell recognized and defined these terms over half 
a century ago (Campbell, 1957; Campbell & Stanley, 
1963). Internal validity is the extent to which we can 
draw confident causal conclusions, whereas external 
validity is the extent to which we can generalize the 
conclusions from our experiments to another context. 
When designing experiments and interpreting findings, 

the tension between experimentation goals and validity 
becomes apparent: Experiments provide the most direct 
way for determining causal effects and test theories 
because they maximize control and internal validity by 
simplifying, isolating, and making tractable even the most 
complex phenomena (Manzi, 2012; Pearl & Mackenzie, 
2018), but these concessions are made at the cost of 
reducing external validity or the generalizability of the 
findings.

Unfortunately, unlike economists who have been 
reflecting on these tensions since the rise of experi-
mental economics in the 1980s (Bardsley, 2005; Hertwig 
& Ortmann, 2001; List & Levitt, 2006; Loewenstein, 1999; 
Smith, 1989), many experimenters in psychology have 
either brushed off these tensions or even defended 
external invalidity (e.g., Anderson et al., 1999; Mook, 
1983), and discussions have been revived only very 
recently (e.g., generalizability crisis; Yarkoni, 2019).

Decades of debate within experimental economics, 
however, have led to insights that could be leveraged 
to improve experimentation and research practices in 
psychology (Sugden, 2005). Specifically, economists 
have advised that to properly design and evaluate 
experiments, researchers should always be aware of 
the goals of each experiment, which determine the 
relative importance of internal and external validity 
(Guala & Mittone, 2005; Schram, 2005). Here, we sug-
gest that conflating the goals of experimentation and 
failing to recognize the tensions between experimenta-
tion goals and validity concerns can also lead to prob-
lems with theorizing.

In principle, the ideal experiment is one with high 
internal and external validity. In practice, however, this 
standard is often unattainable and unnecessary. When 
the goal is to test theories and deduced hypotheses, 
internal validity matters much more than external validity 
because it can be assumed that the hypotheses are 
expected to be tested under highly specific and all-other-
things-being-equal conditions (e.g., Guala & Mittone, 
2005). For example, to test theories and hypotheses of 
how context influences subjective value representation 
and choice (e.g., Gluth et al., 2020; Khaw et al., 2017), 
one must be able to precisely manipulate variables such 
as context and subjective value while ensuring other 
extraneous factors do not bias the causal conclusions. 
Likewise, theories of anterior cingulate function make pre-
dictions that should be tested with experimental paradigms 
that manipulate and rule out relevant variables (e.g., 
reward, efficacy, surprise; Frömer et al., 2020; Shenhav 
et al., 2020; Vassena et al., 2020). In these cases, experi-
mental control is essential.

That is, if the goal is to test theories, experiments 
should be evaluated by how much they tell us about 
the underlying theories and not by their resemblance 
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to phenomena in real life (Plott, 1991). For example, 
when interviewed on the artificiality of experiments 
and prospect theory’s narrow domain, Daniel Kahneman 
noted that when testing theories, it is acceptable and 
even normal for experiments and theories to have no 
relevance to real-life domains (Andersson & Holm, 
2002). Therefore, external validity—whether the effects 
predicted by the theory can be generalized to other 
domains and real life—is secondary and should be 
evaluated separately (see Mook, 1983).

However, if the goal is to search for phenomena and 
document reliable patterns of empirical observations 
that tell us something general about behavior and men-
tal processes outside the laboratory, researchers will have 
to consider external validity (Guala & Mittone, 2005; List 
& Levitt, 2006). For example, to understand how people 
would respond to moral dilemmas associated with auton-
omous vehicles (Awad et  al., 2018; Bonnefon et  al., 
2016), it is much more important for the experimental 
paradigm to reflect the complexities of real-life situa-
tions as closely as possible than to ensure it very pre-
cisely manipulates specific variables and processes 
(e.g., moral emotions, mental-state representations) and 
controls for extraneous factors. Without external valid-
ity, it would be difficult to determine the value of any 
empirical observation or regularity, especially if strong 
theoretical frameworks are also absent.

Dangers with combining experimentation 
goals

In practice, researchers often combine the goals of 
experimentation with insufficient forethought. Research-
ers design experiments that elicit interesting phenom-
ena, induce underlying causal processes, develop 
general theories, deduce hypotheses from their theo-
ries, and test them by designing experiments that are 
structured according to the theories. There are two 
related problems here. The first is the famous problem 
of induction raised by David Hume centuries ago (for 
a recent and related perspective in psychology, see 
Yarkoni, 2019).

The second problem, however, is less obvious but 
has been considered a pitfall of experimentation among 
experimental economists. If experimentally elicited 
phenomena are used to develop theories that then 
shape the design of theory-testing experiments (which 
again shapes theory development), this repeated, 
mutual feedback between experiments and theories can 
lead to a problem with mutual internal validity (Guala 
& Mittone, 2005; Schram, 2005, p. 234). This mutual 
dependency can lead unwitting experimenters to develop 
theories that become increasingly capable of explaining 
phenomena that are “bottled” by the experimental 
design (Andersson & Holm, 2002; Ross et al., 2010) but 

no longer describe phenomena outside the laboratory 
and therefore lose touch with reality (Schram, 2005; 
Sugden, 2005).

The mutual-internal-validity problem is evident in 
psychology’s most reliable and respected bodies of 
work. After Tversky and Kahneman experimentally 
demonstrated how people’s decisions are susceptible 
to inconsequential changes to the decision’s context or 
frame (Tversky & Kahneman, 1981), the observed 
empirical regularities gave rise not only to prospect 
theory but also many popular dual-system theories that 
suggest that behavior arises from the competition 
between a fast and emotional system and a slower and 
deliberate system ( J. S. Evans, 2008; Kahneman, 2011).

Subsequent dual-system theorizing and experimenta-
tion have taken on such lives of their own (e.g., De 
Martino et al., 2006; Loewenstein et al., 2015; McClure 
et  al., 2004) in that they hint at the mutual-internal-
validity problem and raise questions about whether 
certain theories and phenomena might have been bot-
tled by ingenious experimental designs. For example, 
to test dual-system hypotheses, experimenters have 
designed laboratory paradigms that force decision mak-
ers to decide under time constraints (e.g., 2-s response 
deadline). Critically, these experiments are structured 
according to the theory: They assume a priori the exis-
tence of dual systems (which is questioned and debated; 
see Melnikoff & Bargh, 2018; Pennycook et al., 2018; 
Teoh et al., 2020) and further assume that time-constraint 
manipulations will purportedly deactivate the slower 
of the two systems.

Results from this single experimental paradigm have 
inspired not only many theories (e.g., Rand et al., 2012) 
but also competing computational models that are capa-
ble of explaining highly specific experimental findings 
(e.g., Chen & Krajbich, 2018; Diederich & Trueblood, 
2018; Hutcherson et  al., 2015; Teoh et  al., 2020). 
Because these models were specifically designed to 
describe behavior under time constraint in the labora-
tory (see also N. J. Evans, 2020), it should come as no 
surprise that they describe phenomena in laboratory 
contexts very well. However, whether the processes 
manipulated by this artificial paradigm and described 
by these models characterize behavior under time con-
straint outside the laboratory remains unaddressed. 
That is, the mutual-internal-validity problem has led to 
increasingly baroque theories whose primary goal is to 
describe experimentally elicited rather than real-life 
phenomena (Schram, 2005). Both the theories and 
experiments were not only born in the laboratory but 
also structured according to each other, and they barely 
touch the outside world they purportedly describe.

Although some might argue that concerns with 
mutual internal validity and external validity are irrel-
evant (Mook, 1983), this claim applies only if the goal 
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is solely theory testing, which is extremely rare in prac-
tice. Psychology experiments often aim to accomplish 
multiple goals, and most experimenters would feel 
embarrassed if they had to admit that their research 
cannot be extended outside the laboratory walls. Emi-
nent scholars such as Daniel Kahneman and Judea Pearl 
have voiced similar concerns: “Good psychology 
involves a constant interplay between observing the 
real world and running experiments . . . most of my 
ideas come from the real world, not from the labora-
tory” (as quoted by Andersson & Holm, 2002, p. 45), 
and “scientific progress would grind to a halt were it 
not for the ability to generalize results . . . from test 
tubes to animals to humans” (Pearl & Mackenzie, 2018, 
p. 312; see also Goldman, 2020). Therefore, to prevent 
bottled experiments and theories from mutually rein-
forcing each other and “losing touch with the natural 
phenomena” (Tinbergen, 1963, p. 299), researchers 
should avoid the mutual-internal-validity problem by 
ensuring their experiments and theories eventually 
make contact with the real world.

Triangulation Offers Solutions

We suggest that triangulation offers solutions to the 
mutual-internal-validity problem. The idea of triangula-
tion has been around for many decades (Campbell & 
Fiske, 1959; Mathison, 1988; Webb et al., 1966). Research-
ers can triangulate in multiple ways (Denzin, 1978), but 
they are most familiar with methodological and data 
triangulation, which address concerns with measure-
ment artifacts arising from using only one method or 
data source. In fact, psychological scientists have made 
tremendous progress toward triangulation by using 
multimethod approaches (e.g., combining behavior, 
self-report, neurophysiology, and field experiments). 
Moreover, recent work has also focused on data trian-
gulation across time (e.g., Wang & Inbar, 2021), cultures 
(e.g., Awad et al., 2018; Ruggeri et al., 2020), investiga-
tors, and laboratories (e.g., Moshontz et al., 2018).

Theoretical triangulation

Our focus is instead on theoretical triangulation (Denzin, 
1978; Mathison, 1988), which can help to remove exper-
iments and theories from their bottles to ensure they 
make contact with ideas from other disciplines and the 
real world. Thus, it not only directly addresses the 
mutual-internal-validity problem but also helps to gen-
erate reliable and insightful data that lead to better theo-
retical integration (Lawlor et  al., 2016; Lipton, 2004; 
Munafò & Smith, 2018). Psychology has already had some 
success with within-discipline integration, or what we con-
sider as small-interdisciplinary (small-i) triangulation. For 
example, researchers have bridged social and cognitive 

psychology with neuroscience, using theories and meth-
ods in cognitive neuroscience to constrain and inform 
existing social-cognition models as well as inspire new 
research (e.g., Apps et al., 2016; Lieberman, 2007; Van 
Lange, 2006).

The most generative and important research pro-
grams, however, often involve big-Interdisciplinary 
(big-I) theoretical triangulation. For example, the theo-
ries of evolution and continental drift were informed 
by ideas from distinct disciplines such as paleontology 
and geology, and many discoveries in neuroscience and 
psychology were possible only by exploiting estab-
lished principles and theories from physics and engi-
neering. In recent years, many psychological scientists 
have begun pursuing ambitious big-I research that has 
already produced rich data that describe and explain 
diverse problems such as climate change (A. R. Pearson 
et  al., 2018), misinformation (Vosoughi et  al., 2018), 
morality, and artificial intelligence (Bonnefon et  al., 
2016). Although big-I theoretical triangulation is diffi-
cult (e.g., Bromham et  al., 2016), it is worthwhile 
because of its potential to not only improve theorizing 
but also increase the practical relevance of psychologi-
cal research (e.g., Bassett & Gazzaniga, 2011; Henrich 
et  al., 2010; A. R. Pearson et  al., 2016; J. M. Pearson 
et al., 2014; Rahwan et al., 2019; Sloane & Moss, 2019; 
van Rooij & Baggio, 2021).

Beyond experimentation and psychology: 
the case of reinforcement learning

The value of big-I theoretical triangulation is best exem-
plified by one of psychology’s most generative and 
influential research programs: reinforcement learning. 
By tracing its history, we show how triangulation has 
helped this research area flourish, helped it overcome 
the mutual-internal-validity problem, and improved its 
theorizing and experimentation.

Since Edward Thorndike and Ivan Pavlov’s seminal 
work on the effects of rewards on organisms’ motivation 
and learning more than a century ago, researchers have 
been conducting experiments to investigate how the 
brain responds to and learns from rewards and punish-
ments. Specifically, many theories have been proposed 
to explain the role of dopamine neurons in reward learn-
ing and conditioned behavior (for reviews, see Berridge, 
2007). Although a few theories (e.g., dopamine as a 
pleasure chemical) were overturned by subsequent 
experimental findings (e.g., Berridge, 2003; Wise, 1996), 
many competing theories remained, and different research 
groups consistently reported experimental findings that 
fit with their own theories, which ascribed different roles 
and functions to dopamine neurons (e.g., wanting vs. 
liking, uncertainty, incentive salience; Berridge, 2007; 
Fiorillo et al., 2003; Redgrave et al., 1999).
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Further experimentation by each research group 
seemed to provide only evidence that only bolstered 
each group’s theory, suggesting problems with mutual 
internal validity. That is, theories might have been 
designed to explain the behavior of animals in labora-
tory experiments (but not in the real world), and exper-
iments and operationalizations of constructs were 
structured according to these theories. As discussed 
earlier, these problems cannot be easily addressed by 
further experimentation (Bardsley, 2005; Schram, 2005), 
especially if these experiments are similarly structured 
according to the theories and lack external validity.

But everything changed in the 1990s when research-
ers fortuitously triangulated. Experimental neuroscien-
tists and psychological scientists noticed a remarkably 
close correspondence between dopamine-firing pat-
terns and the reward-prediction-error signal theorized 
by computer scientists who were trying to develop 
reinforcement-learning algorithms that could learn to 
perform complex behaviors after exposure to only 
rewards and punishments (for review, see Niv, 2009). 
This discovery led to the reward-prediction-error theory 
of dopamine (Montague et  al., 1996; Schultz et  al., 
1997). Since then, it has been tested and validated in 
thousands of experiments with animals and humans 
(e.g., Eshel et al., 2016; Pessiglione et al., 2006), and 
prediction errors induced by unexpected outcomes in 
real life have even been shown to predict real-world 
behavior (Otto et al., 2016; Villano et al., 2020).

Although the details of this theory are still being 
debated, it has nevertheless laid the groundwork for 
the development of subsequent theories and new sub-
disciplines. By linking current research in neuroscience, 
psychology, and artificial intelligence, it has inspired 
many new theories in various disciplines (Dabney et al., 
2020; J. H. Decker et al., 2016; Dolan & Dayan, 2013; 
Silver et al., 2017). It has even contributed to new sub-
disciplines such as neuroeconomics that then gave rise 
to distinct frameworks that are nevertheless grounded 
in the same principles of learning and reward (e.g., Lin 
& Vartanian, 2018; Padoa-Schioppa, 2011; Polanía et al., 
2019; Westbrook & Braver, 2015; Wheeler et al., 2020). 
This body of psychological work on learning, motiva-
tion, and reward has, therefore, highlighted the value 
of using triangulation to enhance the utility of labora-
tory experimentation.

Moving Forward

Although the story of reinforcement learning illustrates 
the pernicious effects of mutual internal validity, it high-
lights, more importantly, that research programs can 
flourish when researchers recognize and directly 
address the mutual-internal-validity problem. We pro-
vide a few suggestions below for dealing with it.

The first indication of potential problems with mutual 
internal validity is the lack of external validity. Research 
programs and experiments suffering from this problem 
often produce results that cannot generalize readily 
(see generalizability crisis; Yarkoni, 2019). Researchers 
should also be critical of unqualified arguments defend-
ing the “external invalidity” of all experiments (e.g., 
Mook, 1983) because they hold up only when the goal 
of experimentation is theory testing (e.g., A. Decker 
et  al., 2020; Vassena et  al., 2020). Thus, researchers 
should evaluate the internal and external validity of an 
experiment in relation to its goal(s). When designing 
and preregistering experiments, researchers should also 
consider explicitly stating the goal(s) of the experi-
ments and justify the relevance of internal and external 
validity.

Another potential indicator of mutual internal valid-
ity is when theories are developed and tested using a 
single experimental paradigm. Using only one experi-
mental paradigm risks creating an artificial context in 
which the experiment and theory coexist and are mutu-
ally reinforcing, preventing the bottled experiment and 
theory from making contact with or generalizing to the 
outside world. The example of relying primarily on 
time-pressure experiments to develop and test dual-
system theories highlights how mutual internal validity 
could creep into even the most rigorous research pro-
grams. Other potential examples include implicit-
cognition theories (Greenwald et al., 1998; Schimmack, 
2019), whose development might have overrelied on 
the implicit-association test and social-preference theo-
ries that have been based almost exclusively on experi-
ments with dictator games (List & Levitt, 2006).

To address problems with mutual internal validity, 
experimenters should actively strive to triangulate by 
using multiple experimental paradigms to test and 
develop theories. When phenomena and results con-
verge across distinct experimental paradigms, research-
ers can be more certain that their experiments and 
theories capture phenomena in the real world, as in the 
case of research on error- or conflict-related neural 
potentials (Kumar et al., 2019), which are robustly elic-
ited by different experimental paradigms in distinct 
contexts and across modalities (Cavanagh et al., 2012; 
Falkenstein et al., 2000; Lin et al., 2018). However, if 
only one particular experiment can produce theory-
consistent phenomena reliably, experimenters whose 
goals are more than just theory testing should be wary 
of this “overfitting” of experiment and theory, which 
hints at the mutual-internal-validity problem.

In addition to using different experiments, research-
ers should triangulate their methods by using techniques 
(e.g., cross-validation) from other disciplines that have 
been designed specifically to overcome overfitting and 
evaluate whether results and models generalize to 
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unseen or new data (Breiman, 2001; Jordan & Mitchell, 
2015; Pearl, 2015). For example, to complement the tra-
ditional approach of using t tests to evaluate whether 
the means of two experimental groups significantly differ 
(which overfits the data; see Yarkoni & Westfall, 2017), 
researchers can consider using a logistic-regression clas-
sifier to evaluate how well the trained classifier predicts 
experimental group assignment on unseen data. This 
approach provides cross-validation metrics (e.g., predic-
tion accuracy) that tell researchers how well the results 
generalize and can be presented alongside existing met-
rics (e.g., probability values, confidence intervals, Bayes 
factors).

As illustrated by the case of reinforcement learning, 
although psychology as a discipline awkwardly strad-
dles the hard and soft sciences, this position presents 
unique opportunities for engaging in big-I theoretical 
triangulation, which is critical for addressing the mutual-
internal-validity problem. To exploit its position, the 
discipline should strive to provide more well-rounded 
training that focuses more on breadth of knowledge, and 
researchers should be encouraged (by collaborators, 
reviewers, editors) to explicitly engage with work from 
diverse disciplines ranging from applied-engineering 
research to theoretical ideas from biology and sociology. 
For example, in the introduction and discussion sections 
of manuscripts, researchers can make efforts to consider 
how their constructs and theories fit with those in related 
disciplines or use theoretical approaches from other dis-
ciplines to inform the methods used in psychological 
research (e.g., Grahek et al., 2020; Mosleh et al., 2020, 
in press; Rahwan et al., 2019). Many research programs 
are already engaging in big-I triangulation, but the dis-
cipline can do even more to exploit its position.

Conclusion

Experimentation can help to test theories, search for 
and document phenomena, develop theories, and, occa-
sionally, advise policymakers. Tensions exist between 
these goals and validity issues, and failing to recognize 
these tensions can lead to problems with theorizing. 
Internally valid experiments are ideal for theory testing, 
whereas externally valid experiments matter more for 
the other goals. Experimenters in psychology should be 
aware of the mutual-internal-validity problem recog-
nized by experimental economists. When researchers 
use experiments to search for phenomena as well as 
develop and test theories, theories can become increas-
ingly capable of explaining phenomena within the lab 
but lose touch with reality (Schram, 2005).

Many problems with experimentation can be addressed 
by triangulation, which provide multiple ways of 
improving scientific inference and generalizability (e.g., 
Pearl & Mackenzie, 2018). Triangulation can help to 

identify not only convergent and valid findings but also 
inconsistent and contradictory ones that need to be made 
sensible and coherent (Mathison, 1988). Crucially, it is 
more than just using multiple methods and data sources—
it is an approach that provides more and better evidence 
from which researchers can construct reliable and psy-
chological theories that cohere with established bodies 
of theories (e.g., Krugman, 2014; Meehl, 1967; von Hayek, 
1974), as well as evolving cultural and historical contexts 
(e.g., Henrich et al., 2010; Muthukrishna & Henrich, 2019; 
Schulz et al., 2018).

Like many other disciplines, psychology is facing a 
crisis. But it also presents opportunities to improve how 
research is done (Brock, 2019; “Irreproducibility is not 
. . .,” 2020). As the discipline reflects, it can again look 
elsewhere for inspiration. Meteorology was considered 
an abysmal science decades ago while it struggled with 
the messiness of weather forecasting (Gleick, 2008), but 
data, methods, and theoretical triangulation have com-
pletely revolutionized the discipline.
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